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Peak performance

• 1 to 1.2 TFlop/s double precision performance

• Dependent on using 512-bit vector units

• And FMA instructions

• 240 to 352 GB/s peak memory bandwidth

• ~60 physical cores

• Each can run 4 threads

• Must run at least 2 threads to get full instruction issue rate

• Don’t think of it as 240 threads, think of it as 120 plus more if 
beneficial

• MPI performance

• Can be significantly slower than host 



Achievable hardware performance
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Achievable hardware performance

• ~1ns => 1 cycle
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Serial code

Slide from Intel



Speedups

Slide from Intel



PingPong Bandwidth
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Summary

• Xeon Phi hardware has potential for high peak 

performance

• Particularly at single precision

• Achievable performance generally lower

• Especially if memory or communication bound

• Full vectorisation and FMA essential for highest 

performance

• Can still get good performance without

• Good memory re-use essential for highest performance

• Same as for normal CPU code


