
Tier	2	U
pdates



S
im

on M
cIntosh S

m
ith, sim

onm
@

cs.bris.ac.uk, 
@

sim
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4.ac.uk/isam

bard/
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I.K
.B

runel1804-1859

Isam
bard system

 specification:

•
C

ray system
•

10,000+
A

R
M

v8 cores
•

C
ray softw

are tools
•

C
om

piler, m
ath libs, tools…

•
Technology com

parison:
•

x86, X
eon P

hi, P
ascal G

P
U

s
•

P
hase 1 installed M

arch 2017
•

The A
R

M
 part arrives early 2018

•
E

arly access nodes from
 S

ep



Codes	w
e’ll	focus	on	for	Isam

bard:
•
The	top	10	m

ost	heavily	used	codes	on	Archer:
•
VASP,	CP2K,	GRO

M
ACS,	CASTEP,	HiPSTAR,	U

M
,	

O
N
ETEP,	LAM

M
PS,	W

RF,	O
asis

•
N
ote	8	of	these	10	codes	is	w

ritten	in	FO
RTRAN

•
Additional	codes	relevant	to	Isam

bard	project	
partners:
•
O
penFO

AM
,	O

penIFS,	…
•
W
ant	to	collaborate	w

herever	possible!
•
Let’s	avoid	duplicating	effort

Sim
on M

cIntosh Sm
ith, sim

onm
@

cs.bris.ac.uk, 
@

sim
onm

cs    http://gw
4.ac.uk/isam

bard/
5



•
Isam

bard	RSE	support:
•

2	RSEs	in	total
•

Split	0.5	FTE	across	each	of	Bristol,	Bath,	Exeter	and	
Cardiff

•
W
ill	com

m
unicate	via	Slack	etc

•
W
ill	initially	focus	on	porting/optim

ising
our	target	

codes,	then	later,	supporting	the	open	service
•

W
hen	service	fully	open	later	in	2018,	can	apply	for	

tim
e	and	also	ask	for	RSE	support

Sim
on M

cIntosh Sm
ith, sim

onm
@

cs.bris.ac.uk, 
@

sim
onm

cs    http://gw
4.ac.uk/isam

bard/
6



For m
ore inform

ation:

•
http://gw

4.ac.uk/isam
bard/

•
https://w

w
w.epsrc.ac.uk/blog/isam

bardhpc/

•
Tw

itter:	@
sim

onm
cs

•
Please	get	in	touch	to	collaborate	on	optim

ising
applications:	

sim
onm

@
cs.bris.ac.uk

•
Bristol	is	hiring	faculty	staff	in	CS	to	focus	on	HPC

Sim
on M

cIntosh Sm
ith, sim

onm
@

cs.bris.ac.uk, 
@

sim
onm

cs    http://gw
4.ac.uk/isam

bard/
7



JAD
E and U

oS

Tw
in Karm

akharm
 

R
SE, U

niversity of Sheffield
26th June 2017



The JAD
E System

•
22	N

V
ID
IA
	D
G
X-1

•
3.740	PetaFLO

Ps	(FP16)
•
2.816	Terabytes	H

BM
	G
PU

	M
em

ory

•
1PB	filestore

•
P100	G

PU
s	-O

ptim
ised	for	D

eep	Learning
•
N
V
Link	betw

een	devices
•
PCIe	to	H

ost	(dense	nodes)



The JAD
E System

•Use	cases
•
50%

	M
L	(Deep	Learning)

•
30%

	M
D

•
20%

	Other



Procurem
ent, H

osting and 
Access
•
ATOS	have	been	selected	as	the	preferred	bidder

•
Follow

ing	procurem
ent	com

m
ittees	review

	from
	tender

•
Running	costs	to	be	recouped	through	selling	tim

e	to	
industrial	users	

•
To	be	hosted	by	STFC	Daresbury

•
W
ill	run	SLURM

	scheduler	for	scheduling	at	the	node	level
•
Resource	allocation

•
Open	to	all	w

ithout	charge
•
Som

e	priority	to	supporting	institutions
•
Light	touch	review

	process	(sim
ilar	to	DiRAC)



Co-Investigators,	Governance	and	
RSE	Support
•
All	CIs	have	com

m
itted	RSE	support	tim

e	for	their	local	
institutions
•
To	support	local	users	of	JADE	system

•
Role	of	TIER2	RSE	netw

ork	to	be	agreed
•
Training
•
Som

e	com
m
itm

ent	to	training	offered	by	com
e	Cis	(Alan	

Gray	at	EPCC,	Paul	Richm
ond	EPSRC	RSE	Fellow

)



Co-Investigators,	Governance	and	
RSE	Support
•
Governance	via	steering	com

m
ittee

•
Prof.	Anne	Trefethen	(chair),	Oxford	University	CIO	and	
PVC

•
an	EPSRC	representative

•
Alison	Kennedy,	Director	of	STFC	Hartree	Centre

•
Prof.	Sim

on	M
cIntosh-Sm

ith,	Bristol
•
a	representative	of	the	m

achine	learning	com
m
unity

•
a	representative	of	the	m

olecular	dynam
ics	com

m
unity



C
urrent progress

•Pilot access call has gone out to each 
institution



At the U
oS

•Investigating container technology 
(Singularity)

•W
orkstation -ShAR

C
 (local cluster) -JAD

E
•G

PU
 m

anagem
ent on SG

E
•Specialised support for D

eep Learning, 
Sim

ulation  and G
PU

 
program

m
ing/optim

isation
•Training & tutorials





ARCHER	Cham
pions,	27	June	2017

Andy	Turner
a.turner@

epcc.ed.ac.uk



•
280	node	HPE(SGI)	ICE	XA

•
10,080	cores	(2x	18-core	Broadw

ell)	per	node
•

128	GiB
m
em

ory	per	node
•

DDN	Lustre
file	system

•
Single	rail	FDR	Infiniband

hypercube
•
Tier-2	RDF

•
Based	on	DDN	W

eb	Object	Scalar	Appliances
•

Total	1.9	PiB
usable

•
Coordination	across	EPSRC	Tier-2	sites

•
Technical	w

orking	group
•

SAFE	integration	and	developm
ent	(if	w

anted	by	sites)

CallumBennetts/Maverick Photography

•
Flexible	HPC	system

•
Support	use	m

odes	that	w
ould	be	difficult	on	ARCHER:	

e.g.	ISV	applications,	parallel	data	science
•
Integration	w

ith	HPC	around	the	UK
•

Access	to	RDF	and	Tier-2	RDF	to	allow
	w
orkflow

s	to	
span	m

ultiple	resources	in	a	sim
ple	m

anner



RSE	Staffing	and	Organisation
•2.5	FTE	RSE	support	available
•
Notionally	split	into	HPC	and	Data	Science	but	w

e	plan	to	use	as	an	
integrated	w

hole	to	support	user	com
m
unity	as	required

•RSE	support	staffed	by	EPCC
•
Provided	by	m

ultiple	staff	m
em

bers	depending	on	skills	required	at	that	
m
om

ent

•O
rganisation
•
Close	collaboration	w

ith	EPCC	ARCHER	CSE	Team
•
Cirrus	RSE	staff	attend	ARCHER	CSE	team

	m
eetings	to	ensure	know

ledge	
exchange

•
Slack	instance	including	Cirrus	RSE’s	and	ARCHER	CSE	team



Cirrus	RSE	W
ork	Structure

•Respond	to	service	desk	queries	requiring	technical	support:
•
Second/third-level	service	desk	support

•
Com

plete	Technical	Assessm
ents	for	Cirrus	access

•
Input	to	service	operations	group,	change/problem

/incident	m
gm

t.	and	
continual	service	im

provem
ent

•Technical	project	to	support	service	users.	Exam
ples:

•
Evaluation	of	new

	technology/softw
are

•
Benchm

arking	and	profiling
•
Resource	usage	analysis

•Training
•
Running,	collaborating	on,	and	developing	training		



Accessing	RSE	support
•Q

uery	through	service	desk
•
M
ost	com

m
on	w

ay	to	access	support
•
User	has	a	technical	issue	that	needs	to	be	resolved,	needs	a	piece	of	
softw

are	installed	or	has	a	question	that	needs	answ
ering

•
All	users	treated	equally	–

no	distinction	based	on	w
here	they	w

ork

•Suggestions	for	technical	project	areas
•
W
ill	consult	users	on	a	yearly	basis	to	assess	w

hich	service	developm
ent	

areas	are	im
portant	to	them

•
Consultation	w

ill	feed	into	design	of	technical	projects	for	RSE	staff

•Requests	for	local	training
•
W
ill	feed	into	UK	HPC	training	in	collaboration	w

ith	other	sites



w
w
w
.ucl.ac.uk/research-it-services

Thom
as:	Tier	2	Hub	in	M

aterials	and	M
olecular	M

odelling

Purpose
•	Dedicated	for	UK	M

aterials	and	M
olecular	M

odelling	com
m
unity

•	Prim
ary	target	job	size	48-120	cores	(2-5	nodes)

Hardw
are

•	720	Lenovo	x86-64	nodes,	17.2k	cores	total	
•	24	cores	per	node
•	128GB	RAM

	per	node
•	Intel	O

m
niPath	interconnect

	-	1:1	nonblocking	in	36	node	blocks	(864	cores)
	-	3:1	betw

een	blocks	and	across	system
	Getting	a	~2x	speedup	over	current	clusters	at	UCL	&

	Im
perial,	likely	

O
m
niPath	vs	InfiniBand.	(LAM

M
PS	Rhodopsin	benchm

ark,	O
N
ETEP)



w
w
w
.ucl.ac.uk/research-it-services

Thom
as:	Tier	2	Hub	in	M

aterials	and	M
olecular	M

odelling

RSE	involvem
ent

•	On	a	per-institute	basis

•	UCL	Research	Softw
are	Developm

ent,	led	by	Dr	Jam
es	Hetherington

	-	w
ill	provide	program

m
ing	&

	tuning	support	for	UCL	researchers
targeting	Tier	2	platform

s	(not	just	Thom
as)

	-	One	FTE	provided	for	all	UCL	Tier	2	users,	from
	across	the	RSD	group

	-	Follow
ing	existing	m

odel	for	UCL:
-	Specific	program

m
ing	projects	costed	and	funded	from

	grants
-	General	advice,	support,	training	for	free

•	On	the	agenda	to	be	discussed	by	the	other	institutes	in	the	next
few

	m
onths



C
am

bridge Service for D
ata D

riven D
iscovery (C

SD
3)

•
Tier-2 Them

e: D
ata Intensive C

om
putation and A

nalytics

•
EPSR

C
 PI: P

rof. P
aul A

lexander

•
Technical D

irector: D
r. P

aul C
alleja

•
R

A
C

 lead: P
rof. M

ike P
ayne

•
Early Science: m

id July 2017, policies under definition

•
G

eneral Service: O
ctober ’17 (first join T

ier-1/T
ier-2 call for proposal)

F
ilippo S

P
IG

A
 <fs395@

cam
.ac.uk>  --

27/06/2017

C
om

putational 
C

hem
istry

M
aterial 

S
cience

C
F

D
 and 

C
om

bustion
H

ealth 
Inform

atics
S

m
art C

ities



C
SD

3 –
H

W
 com

ponents and D
elivery

R
eady for Early Science

•
Peta4-K

N
L (Intel Phi 7210)

•
21,888 cores, 508.9 TFlop/s,#404 W

W
 Top500 (June 2017)

•
W

ilkes-2 (N
VID

IA
 G

PU
 P100)

•
360 G

PU
, 1.19 Pflop/s, #100 W

W
 Top500 & #5 W

W
 G

reen500 W
W

 (June 2017)

U
nder D

eploym
ent

•
Storage: new

5 PB Lustre, up to 10 PB tapes

•
SkyLake

system
:24,576 cores, ~1.0 PFlop/s

•
H

adoop:50 nodes (600 TB) + 12 nodes (288 TB) (+ 2 head nodes)

U
nder D

eploym
ent

•
Storage co-design:fast SSD

 Lustre
w

ith SLU
R

M
 enhancem

ents for stage in/out

Filippo SPIG
A <fs395@

cam
.ac.uk>  --27/06/2017



C
SD

3 –
Support &

 R
SE

•
3

F
T

E
in

 C
a
m

b
rid

g
e
 a

lre
a
d
y
 p

re
s
e
n
t, fu

lly
 a

llo
c
a
te

d
 b

y
 firs

t h
a
lf 2

0
1
8

•
C

o
-d

e
v
e
lo

p
m

e
n
t &

 o
p
tim

iz
a
tio

n
 v

ia
 R

A
C

, d
e
e
p
 s

u
p
p
o
rt, tra

in
in

g
 a

n
d
 o

u
tre

a
c
h

•
It is

 effort, n
o
t people

. C
a
p
a
c
ity

 p
la

n
n
in

g
 m

a
n
a
g
e
d
 b

y
 H

e
a
d
 R

S
E

•
C

a
m

b
rid

g
e
 c

u
rre

n
tly

 re
c
ru

itin
g
 1

 n
e
w

 p
e
rs

o
n
 to

 in
c
re

a
s
e
 p

ro
je

c
ts

 b
u
s
 fa

c
to

r

•
5
.5

 F
T

E
 p

ro
m

is
e
d
 a

s
 s

u
p
p
o
rt fro

m
 o

th
e
r in

s
titu

tio
n

•
F

irs
t p

o
in

t o
f c

o
n
ta

c
t in

 in
s
titu

tio
n
 X

•
h
a
p
p
y
 to

 le
a
v
e
 c

o
o
rd

in
a
tio

n
 to

 “h
o
m

e
” in

s
titu

tio
n
s
, ju

s
t c

o
m

m
u
n
ic

a
te

 a
v
a
ila

b
ility

 to
 R

A
C

•
A

c
c
e
s
s
 (if n

e
e
d
e
d
) u

s
e
r s

u
p
p
o
rt to

o
ls

, c
o
n
trib

u
tin

g
 to

 tra
in

in
g
 m

a
te

ria
l &

 d
o
c
u
m

e
n
ta

tio
n

•
T

ie
r-2

 “C
h
a
m

p
io

n
” / C

a
m

b
rid

g
e
 R

S
E

 c
o
n
ta

c
t: M

r. F
ilip

p
o
 S

p
ig

a

F
ilip

p
o

 S
P

IG
A

 <
fs

3
9

5
@

c
a

m
.a

c
.u

k
>

  --
2

7
/0

6
/2

0
1
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H
PC	M

idlands	Plus
Prof.	Steven	Kenny

Departm
ent	of	M

aterials
Loughborough	University



Centre	Facilities

•
14,336	x86	cores	–

consisting	of	512	nodes	each	w
ith	2	x	Intel	Xeon	

E5-2680v4	cpus
w
ith	14	cores	per	cpu

and	128	G
B	RA

M
	per	node

•
3:1	blocking	ED

R	Infiniband
netw

ork,	giving	756	core	non-blocking	
islands

•
1	PB	G

PFS	filestore

•
5	x	20	core	PO

W
ER8	system

s	each	w
ith	1	TB	RA

M
	connected	to	the	

Infiniband
netw

ork

•
D
edicated	10	TB	filestore

for	prestaging	files



RSE	Support

•
4	FTE	total	
•
(Loughborough	1	FTE,	all	other	sites	0.5	FTE)

•
RSE	Netw

ork	coordinated	by	Louise	Brow
n	(EPSRC	RSE	

Fellow
).	Based	at	individual	sites,	but	w

ill	collaborate	
on	projects	and	w

ork	together
•
M
echanism

	for	M
id+	sites	to	bid	for	RSE	tim

e,	w
ith	

coordinates	across	the	centre
to	w

ork	strategically	and	
avoid	duplication.
•
W
ill	publish	w

hat	the	RSEs	are	w
orking	on	across	the	

Tier-2	centres
•
No	free	external	RSE	support



N
ational	RSE	Resources

http://w
w
w.hpc-uk.ac.uk

https://ukrse.slack.com

RSE	Leaders	M
eetings	(netw

ork	of	leaders	of	RSE	groups,	subset	of	UKRSE).
Held	tw

ice	a	year,	next	one	is	18
thJuly	in	Sheffield.	

Open	to	people	w
ho	lead	RSE	groups.	Ask	if	you	w

ould	like	an	invitation.



Tier	2	RSE	Discussion

•W
here	should	w

e	share	the	nam
es	of	codes	that	w

e	
are	w

orking	on?	http://w
w
w.hpc-uk.ac.uk?	

•How
	should	Tier-2	RSEs	ask	for	help	from

	each	other,	
or	otherw

ise	talk	to	each	other?	UKRSE	Slack?
•How

	can	Tier-2	RSEs	collaborate	on	sim
ilar	codes?

•How
	can	Tier-2	RSEs	collaborate	w

ith	Tier-1	or	Tier-3?
•Do	Tier-2	RSEs	w

ant	to	m
eet	up	regularly,	i.e.	via	Tier-

1/Tier-2	Cham
pions,	RSE	2017	Conference	or	other	

venues?
•Any	hints	and	tips	on	organising

RSE	w
ork?


